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This article contains a set of rules which make it possible to distinguish between the qualitative pictures of the behavior of integral curves in the neighborhood of a periodic solution in the plane.

1. Statement of the problem. Basic definitions. Let us consider the system

$$
\begin{equation*}
\dot{x}=f_{1}(x, y), \quad \dot{y}=f_{2}(x, y) \tag{1.1}
\end{equation*}
$$

We shall assume that the system (1.1) has the following properties:
a) the functions $f_{i}(x, y)$ are given in some region $G$ of the $x y$-plane, they are real, continuous and twice differentiable with respect to their arguments;
b) there exist two differentiable real functions

$$
\begin{equation*}
x=\varphi_{1}(t), \quad y=\varphi_{2}(t) \tag{1.2}
\end{equation*}
$$

periodic in $t$ of period $2 \pi$, which constitute a solution of (1.1). The graph of this solution lies entirely in $G$.

It is known [1] that the periodic solutions fall, in relation to the structure of their neighborhoods, into two classes: the isolated ones, and the non-isolated ones.

Definition 1.1. The periodic solution (1.2) of the system (1.1) is said to be isolated if there exists a small enough $\delta$-neighborhood $S(M, \delta) \subset G$ of the set $M$, which does not contain a graph of any other periodic solution of (1.1).

The isolated periodic solutions of the system (1.1) are called limit cycles. One distinguishes between three types of limit cycles according to the behavior of integral curves in their neighborhoods.

We shall denote by $\rho((x, y), M)$ the distance of the point $(x, y)$ from the set $M$.

Definition 1.2. A limit cycle is said to be:

1) stable if there exists a snall enough neighborhood $S(M, \delta) \subset G$ such that all integral curves of the system (1.1) which begin in $S(M, \delta)$ come arbitrarily close to $M$ as $t \rightarrow \infty$. In other words, if ( $x_{0}, y_{0}$ ) $\in S M, \delta$ ), then the quantity $\rho((x, y), M) \rightarrow 0$ as $t \rightarrow \infty$, where

$$
\begin{equation*}
x=x\left(t, x_{0}, y_{0}\right), \quad y=y\left(t, x_{0}, y_{0}\right) \tag{1.3}
\end{equation*}
$$

is a solution of the system (1.1) whose graph passes through the point ( $x_{0}, y_{0}$ ( when $t=0$;
2) unstable, if there exists a small enough neighborhood $S(M, \delta)$ such that when $\left(x_{0}, y_{0}\right) S(M, \delta)$, then $\rho((x, y), M) \rightarrow 0$ when $t \rightarrow-\infty$;
3) semistable, if there exists a small enough neighborhood $S(M, \delta)$ which is divided by $M$ into two regions $S_{1}$ and $S_{2}$ such that $\rho((x, y), M) \rightarrow 0$ when $t \rightarrow \infty,\left(x_{0}, y_{0}\right) S_{1}$ and $\rho((x, y), M) \rightarrow 0$ when $t \rightarrow-\infty,\left(x_{0}, y_{0}\right) \in S_{2}$.

In connection with all possible pictures (configurations) which illustrate the behavior of the integral curves in the neighborhood of a periodic solution (1.2), there arises the question on the stability in the Liapunov sense [2] of this periodic solution or on its conditional stability in the Liapunov sense. The problem of the present article is the formulation of criteria which will permit one to distinguish between various types of the qualitative behavior of integral curves, and also to determine the stability or instability, in the Liapunov sense, of the periodic solution (1.2).
2. The fundamental form of the equations of motion. Let us draw through each point of the graph $M$ of the periodic solution (1.2) a normal, and let us take such a small neighborhood $S(M, \delta) \subset G$ that the segment of the normals contained in this neighborhood which correspond to distinct points of $M$ will not intersect. Furthermore, the segment of the normal passing through the point $\left(\phi_{1}(t), \phi_{2}(t)\right)$ which is contained in $S(M, \delta)$ will be denoted by $N_{t}$. By a theorem on continuity with respect to initial conditions, one can find a point ( $x_{0}, y_{0}$ ) ש® $N_{0}$ such that the solution (1.3) of the system (1.1) will lie in $S(M, \delta)$ when $t=[-T, T]$, where $T>0$ is chosen arbitrarily. Let us keep fixed the chosen point ( $x_{0}, y_{0}$ ). We construct the segment of the normal $N_{t}$ which corresponds to a small enough value $t>0$. We denote by

$$
\begin{equation*}
\tau=\tau(t) \tag{2.1}
\end{equation*}
$$

the first instant of the intersection of the graph of the solution (1.3) corresponding to the fixed initial point $x_{0}, y_{0}$ with the normal $N_{1}$ when $t$ moves in the positive direction $t \geqslant 0$. We introduce into consideration the functions

$$
\begin{equation*}
z_{1}(t)=x\left(\tau(t), x_{0}, y_{0}\right)-\varphi_{1}(t), \quad z_{2}(t)=y\left(\tau(t), x_{0} . y_{0}\right)-\varphi_{2}(t) \tag{2.2}
\end{equation*}
$$

Now we consider the function

$$
\begin{equation*}
H .\left(z_{1}, z_{2}, t\right)=z_{1} f_{1}(t)+z_{2} f_{2}(t), \quad\left(f_{i}(t)=f_{i}\left(\varphi_{1}(t), \varphi_{2}(t)\right)\right) \tag{2.3}
\end{equation*}
$$

Since $z_{1}(t), z_{2}(t)$ is a vector colinear with $\mathbf{N}_{t}$, we have

$$
H\left(z_{1}(t), z_{2}(t)\right) \equiv 0
$$

Let us construct the differential equations whose solutions are the functions (2.1) and (2.2):

$$
\begin{array}{r}
\frac{d z_{1}}{d t}=\frac{d \tau}{d t} \frac{d x\left(\tau(t), x_{0}, y_{0}\right)}{d \tau}=\frac{d \varphi_{1}}{d t}, \quad \frac{d z_{2}}{d t}=\frac{d \tau}{d t} \frac{d y\left(\tau(t), x_{0}, y_{0}\right)}{d \tau}-\frac{d \varphi_{2}}{d t} \\
\frac{d}{d t} H\left(z_{1}(t), z_{2}(t)\right)=\frac{d z_{1}(t)}{d t} f_{1}(t)+\frac{d z_{2}(t)}{d t} f_{2}(t) \div z_{1} \frac{d f_{1}(t)}{d t}+z_{2} \frac{d f_{2}(t)}{d t} \equiv 0 \tag{2.5}
\end{array}
$$

Making use of (1.1), (2.2), (2.4) and (2.5), we find

$$
\begin{gather*}
\frac{d \tau}{d t}=\frac{f_{1}{ }^{2}(t)+f_{2}{ }^{2}(t)-z_{1} d f_{1}(t) / d t-z_{2} d f_{2}(t) / d t}{f_{1}(t) f_{1}\left(z_{1}+\varphi_{1}, z_{2}+\varphi_{2}\right)+f_{2}(t) f_{2}\left(z_{1}+\varphi_{1}, z_{2}+\varphi_{2}\right)}  \tag{2.6}\\
\frac{d z_{1}}{d t}=\frac{d \tau}{d t} f_{1}\left(z_{1}+\varphi_{1}, z_{2}+\varphi_{2}\right)-f_{1}(t), \\
\frac{d z_{2}}{d t}-\frac{d \tau}{d t} f_{2}\left(z_{1}+\varphi_{1}, z_{2}+\varphi_{2}\right)-f_{2}(t) \tag{2.7}
\end{gather*}
$$

The relations (2.6) and (2.7) which we have found for the specific functions (2.1) and (2.2) can be treated as a system of differential equations for the determination of the functions $r, z_{1}$ and $z_{2}$. This system has a number of properties which are useful for solving the stated problem.

Lemma 2.1. The function $H\left(z_{1}, z_{2}, t\right)$ defined by the relation (2.3) is an integral of the system (2.7).

Corollary. Let us consider the solution of the system (2.7)

$$
\begin{equation*}
z_{i}=z_{i}\left(t, z_{1}{ }^{\circ}, z_{2}^{\circ}, t_{0}\right) \quad(i=1,2) \tag{2.8}
\end{equation*}
$$

and the solution of Equation (2.6)

$$
\begin{equation*}
\tau=\tau\left(t, z_{1}{ }^{\circ}, z_{2}{ }^{\circ}, t_{0}\right) \tag{2.9}
\end{equation*}
$$

determined by the initial conditions

$$
z_{i}=z_{i}{ }^{\circ} \text { when } t=t_{0}, \quad \tau=t_{0} \text { when } t=t_{0} .
$$

By Lerma 2.1. the function $H$, evaluated on the solution (2.8) of the system (2.7), remains constant. Let us give a geometric interpretation of this situation.

Through the points of the graph $M$ let us draw directed lines, so that the line, with direction $\nu_{t}$, passing through the point $\phi_{1}(t), \phi_{2}(t)$ makes an angle with the tangent whose cosine is given by the formula

$$
\cos \psi_{t}=\frac{H\left(z_{1}, z_{2}, t\right)}{\sqrt{f_{1}{ }^{2}(t)+\hbar_{2}{ }^{2}(t)} \sqrt{z_{1}{ }^{2}+z_{2}{ }^{2}}}
$$

where $z_{1}$ and $z_{2}$ are determined by (2.8).
One can assert that the solution (2.8) of the system (2.7) determines the solution

$$
\begin{align*}
& x\left(\tau-t_{0}, x_{0}, y_{0}\right)=z_{1}\left(t, z_{1}^{\circ}, z_{2}^{\circ}, t_{0}\right)+\varphi_{1}(t) \\
& y\left(\tau-t_{0}, x_{0}, y_{0}\right)=z_{2}\left(t, z_{1}{ }^{\circ}, z_{2}^{\circ}, t_{0}\right)+\varphi_{2}(t) \tag{2.10}
\end{align*}
$$

of the system (1.1) with the initial conditions $x_{0}=z_{1}{ }^{\circ}+\phi_{1}\left(t_{0}\right)$, $y_{0}=z_{2}{ }^{\circ}+\phi_{2}\left(t_{0}\right)$ when $t=t_{0}$.

Indeed, differentiating both sides of Equations (2.10) with respect to $t$, and making use of Equations (2.6) and (2.7), we find that the functions $x$ and $y$, as functions of the argument $\tau-t_{0}$, satisfy the system (1.1). Hereby, the solution (2.10) with $t=t_{0}$ passes through the point ( $x_{0}, y_{0}$ ) which lies on the direction $\nu_{t_{0}}$, and at the instant $t$ passes through a point lying on the direction $\nu_{1}$.

The above-given lemma makes it possible to lower the order of the system (2.6), (2.7) by utilizing its integral $H$.

Let us introduce new unknown functions by means of the formulas

$$
\begin{equation*}
\xi=z_{1} f_{2}(t)-z_{2} f_{1}(t), \quad \eta=z_{1} f_{1}(t)+z_{2} f_{2}(t) \tag{2.11}
\end{equation*}
$$

Inverting this transformation, we obtain

$$
\begin{equation*}
z_{1}=\frac{\xi f_{2}(t)+\eta f_{1}(t)}{f_{1}^{2}(t)+f_{2}^{2}(t)}, \quad z_{2}=\frac{-\xi f_{1}(t)+\eta f_{2}(t)}{f_{1}^{2}(t)+f_{2}^{2}(t)} \tag{2.12}
\end{equation*}
$$

Differentiating (2.11) with the aid of (2.6) and (2.7), we find

$$
\begin{align*}
& \frac{d \xi}{d t}=\frac{d \tau}{d t}\left[f_{1}\left(z_{1}+\varphi_{1}(t), z_{2}+\varphi_{2}(t)\right) f_{2}(t)-f_{2}\left(z_{1}+\right.\right. \\
&  \tag{2.13}\\
& \left.\left.\quad+\varphi_{1}(t), z_{2}+\varphi_{2}(t)\right) f_{1}(t)\right]+\frac{z_{1} d f_{2}(t)}{d t}-\frac{z_{2} d f_{1}(t)}{d t} \\
& \frac{d \eta}{d t}=
\end{align*}
$$

Bearing in mind that the quantity $\eta$ is constant, and taking into account the behavior of the solutions of the system (1.1) which start on $N_{0}$, one can set $\eta \equiv 0$, which does not restrict the generality of the problem stated in Section 1.

Keeping this in mind, we eliminate the functions $z_{1}$ and $z_{2}$, defined by Equations (2.12), from Equations (2.6) and (2.13).

Then we obtain

$$
\begin{gather*}
\frac{d \tau}{d t}=\frac{f_{1}{ }^{2}(t)+f_{2}{ }^{2}(t)-\left(a_{1}{ }^{\circ} d f_{1}(t) d t+a_{2}{ }^{\circ} d f_{2}(t) / d t\right) \xi}{f_{1}(t) f_{1}\left(a_{1}{ }^{\circ} \xi+\varphi_{1}, a_{2}{ }^{\circ} \xi+\varphi_{2}\right)+f_{2}(t) f_{2}\left(a_{1}{ }^{\circ} \xi+\varphi_{1}, a_{2}{ }^{\circ} \xi+\varphi_{2}\right)}  \tag{2.14}\\
\frac{d \xi}{d t}=\left[f_{1}\left(a_{1}{ }^{\circ} \xi+\varphi_{1}(t), a_{2}{ }^{\circ} \xi+\varphi_{2}(t)\right) f_{2}(t)-f_{2}\left(a_{1}{ }^{\circ} \xi+\varphi_{1}(t), a_{2}{ }^{\circ} \xi+\varphi_{2}(t)\right) f_{1}(t)\right] \times \\
\times \frac{\left[f_{1}{ }^{2}(t)+f_{2}{ }^{2}(t)-\left(a_{1}{ }^{\circ} d f_{1}(t) / d t+a_{2} d f_{2}(t) / d t\right) \xi\right]}{\left[f_{1}(t) f_{1}\left(a_{1}{ }^{\circ} \xi+\varphi_{1}, a_{2}{ }^{\circ} \xi+\varphi_{2}\right)+f_{2}(t) f_{2}\left(a_{1}{ }^{\circ} \xi+\varphi_{1}, a_{2}{ }^{\circ} \xi+\varphi_{2}\right)\right]}+ \\
+\left[a_{1} \frac{\left.{ }^{\circ} \frac{d f_{2}(t)}{d t}-a_{2}{ }^{\circ} \frac{d f_{1}(t)}{d t}\right] \xi}{}\right. \tag{2.15}
\end{gather*}
$$

where

$$
a_{1}^{\circ}=\frac{f_{2}(t)}{f_{1}{ }^{2}(t)+f_{2}{ }^{2}(t)}, \quad a_{2}^{\circ}=-\frac{f_{1}(t)}{f_{1}{ }^{2}(t)+f_{2}^{2}(t)}
$$

Let us denote the right-hand side of (2.14) by $F(\xi, t)$ and the righthand side of (2.15) by $G(\xi, t)$. Setting $r=\theta t t$ in Equation (2.14), we obtain the equation

$$
\begin{equation*}
d \theta / d t=F(\xi, t)-1 \tag{2.16}
\end{equation*}
$$

for the determination of the function $\theta$.
The last equation, together with the equation $d \xi / d t=F(\xi, t)$, we shall call the fundamental form of the equations of motion.

Theorem 2.1. In order that the periodic solution of the system (1.1)
be stable in the sense of Liapunov, it is necessary and sufficient that the zero solution $\theta=0, \xi=0$ of the system (2.15), (2.16) be stable in the sense of Liapunov.

Proof. Necessity. Suppose that the periodic solution $a=\phi_{1}(t)$, $y=\phi_{2}(t)$ of the system (1.1) is stable in the Liapunov sense, i.e. for every fixed $t_{0}$ and any given $\epsilon>0$ there exists a $\delta(\epsilon)$ such that when $\left.\sqrt{[ }\left(x_{0}-\phi_{1}\left(t_{0}\right)\right)^{2}+\left(y_{0}-\phi_{2}\left(t_{0}\right)\right)^{2}\right]<\delta$ then $\sqrt{[ }\left(x-\phi_{1}(t)\right)^{2}+$ $\left.\left(y-\phi_{2}(t)\right)^{2}\right]<\epsilon$ if $t \geqslant t_{0}$, where $x, y$ is a solution of the system (1.1) with the initial conditions $x_{0}, y_{0}$ when $t=t_{0}$.

Let us consider the solution

$$
\begin{equation*}
\xi=\xi\left(t, \xi_{0}, t_{0}\right), \quad \theta=\theta\left(t, \xi_{0}, \theta_{0}, t_{0}\right) \tag{2.17}
\end{equation*}
$$

of the system (2.15), (2.16) with the initial conditions $\xi_{0}, \theta_{0}$ when $t=t_{0}$.

The solution (2.17) can be expressed in terms of the solution of the system (1.1) in the following way.

Let $r\left(t, x_{0}, y_{0}, t_{0}\right)$ be a single-valued continuous function whose values give the instant of intersection of the solution $x\left(t-t_{0}, x_{0}, y_{0}\right)$, $y\left(t-t_{0}, x_{0}, y_{0}\right)$ of the system (1.1) with the $N_{t}$-direction, under the condition that the initial point $\left(x_{0}, y_{0}\right)$ lies on the direction $N_{t_{0}}$.

Then the functions

$$
\begin{gather*}
\xi=f_{2}(t)\left[x\left(\tau-t_{0}, x_{0}, y_{0}\right)-\varphi_{1}(t)\right]-f_{1}(t)\left[y\left(\tau-t_{0}, x_{0}, y_{0}\right)-\varphi_{2}(t)\right]  \tag{2.18}\\
\theta=\theta_{0}+\tau-t
\end{gather*}
$$

will yield the solution of the system (2.15), (2.16) with the initial conditions

$$
\begin{equation*}
\xi=\xi_{0}=f_{2}\left(t_{0}\right)\left[x_{0}-\varphi_{1}\left(t_{0}\right)\right]-f_{1}\left(t_{0}\right)\left[y_{0}-\varphi_{2}\left(t_{0}\right)\right], G=\theta_{0} \quad \text { when } t=t_{0} \tag{2.19}
\end{equation*}
$$

Our immediate aim is the estimation of $r-t$.
Suppose that $L$ is the length of the closed curve $M$. Let us divide $M$ by means of the points $A_{0}, \ldots, A_{n-1}$ into $n$ equal arcs. On the arc $\left[A_{j}, A_{j+1}\right]$ we take a point $B_{j}$ such that a circle with center at $B_{j}$ will pass through the points $A_{j}$ and $A_{j+1}\left(A_{n}=A_{0}\right)$. Let

$$
v=\inf _{t \in[0,2 \pi]} \sqrt{f_{1}{ }^{2}(t)+f_{2}{ }^{2}(t)} \quad(t \in[0,2 \pi])
$$

If we now denote by $t_{j}$ the time length of the $\operatorname{arc}\left[A_{j}, A_{j+1}\right]$, then we will have

$$
t_{j} \leqslant L / n v
$$

We shall assign different positions to the point $A_{0}$ on the curve $M$. Then on the basis of the principle of choice [3], there will exist a lower boundary $\rho_{0}>0$ for the radii of all possible circles. Inside each of these circles we construct a concentric circle of radius $a<\rho_{b}$. One can select $a_{0}>0$ so small that no two of the circles of radius $a_{0}$ with centers at $B_{j}$ will intersect for any fixed position of $A_{0}$. Here, $a_{0}, \rho_{0}$ and $t_{j}$ will approach zero if $n \rightarrow \infty$.

Suppose that for the sake of definiteness $r<t$ on some interval. Selecting $A_{0}$ so that $B_{0} \in N_{t}$, and taking $a_{0}$ in the nature of $\epsilon$, we consider the instant of time $t+t^{\circ}$, where $t^{\circ}$ is the time length of the arc $\left[B_{0}, B_{1}\right]$. At the instant $t+t^{\circ}$ we will have

$$
\sqrt{\left[x\left(t+t^{\circ}-t_{0}, x_{0}, y_{0}\right)-\varphi_{1}\left(t+t^{\circ}\right)\right]^{2}+\left[y\left(t+t^{\circ}-t_{0}, x_{0}, y_{0}\right)-\varphi_{2}\left(t+t^{\circ}\right)\right]^{2}}<\alpha
$$

But then, during the time interval $\left[t, t+t^{\circ}\right]$, the solution of the system (1.1) will intersect the direction $N_{t}$. Hence, $t-r \leqslant t^{\circ} \leqslant 2 L / n v$. From this we find that in general

$$
\begin{equation*}
|\tau-t|<2 L / n v \tag{2.20}
\end{equation*}
$$

Next, one can show that the solution of the system (1.1)

$$
x\left(t-t_{0}, x_{0}, y_{0}\right), \quad y\left(t-t_{0}, x_{0}, y_{0}\right)
$$

is uniformly continuous when $t \geqslant t_{0}$.
Indeed, because of its stability this solution is contained for $t>t_{0}$ in $S(M, \epsilon)$. For a sufficiently small $\epsilon, d x / d t$ and $d y / d t$ are bounded in $S(M, \epsilon)$, when $t \geq t_{0}$, by the same number, which shows the correctness of the above assertion.

We now give bounds for the functions $\xi$ and $\theta$ :

$$
\begin{gathered}
|\xi| \leqslant\left|f_{2}(t)\right|\left|x\left(t-t_{0}, x_{0}, y_{0}\right)-\varphi_{1}(t)\right|+\left|f_{1}(t)\right|\left|y\left(t-t_{0}, x_{0}, y_{0}\right)-\varphi_{2}(t)\right|+ \\
+\left|f_{2}(t)\right|\left|x\left(\tau-t_{0}, x_{0}, y_{0}\right)-x\left(t-t_{0}, x_{0}, y_{0}\right)\right|+\left|f_{1}(t)\right| \mid y\left(\tau-t_{0}, x_{0}, y_{0}\right)- \\
-y\left(\iota-t_{0}, x_{0}, y_{0}\right)\left|,|\theta| \leqslant\left|\theta_{0}\right|+|\tau-t|\right.
\end{gathered}
$$

From what has been established before, and from the last inequalities, it follows that for sufficiently small $\left|\xi_{0}\right|$ and $\left|\theta_{0}\right|$, the quantities
$|\xi|$ and $|\theta|$ will be arbitrarily small when $t \geqslant t_{0}$. This completes the proof of the necessity.

Sufficiency. Suppose the zero solution of the system (2.15), (2.16) is stable. We shall show that the periodic solution (1.2) of the system (1.1) is stable in the Liapunov sense.

Indeed, let us select the point $\left(x_{0}, y_{0}\right) \in S(M, \delta)$, where $\delta$ is a small enough positive number, and $t_{0}$ so that

$$
\sqrt{\left[x_{0}-\varphi_{1}\left(t_{0}\right)\right]^{2}+\left[y_{0}-\varphi_{2}\left(t_{0}\right)\right]^{2}}<\delta_{1}
$$

Next we choose a $t_{0}{ }^{\circ}$ so that the directed segment $N_{t_{0}}{ }^{\circ}$ contains the point $\left(x_{0}, y_{0}\right)$. We now construct the solution

$$
\xi=\xi\left(t, \xi_{0}, t_{0}{ }^{\circ}\right), \quad \theta=\tau\left(t, \xi_{0}, t_{0}{ }^{\circ}\right)-t
$$

of the system (2.15), (2.16).
It is clear that if $\delta_{1}$ is sufficiently small, then $\left|\xi_{0}\right|,\left|t_{0}-t_{0}{ }^{\circ}\right|$ can be arbitrarily small, and hence the quantities

$$
\begin{equation*}
\left|x\left(\tau-t_{0}{ }^{\circ}, x_{0}, y_{0}\right)-\varphi_{1}(t)\right|, \quad\left|y\left(\tau-t_{0}{ }^{\circ}, x_{0}, y_{0}\right)-\varphi_{2}(t)\right| \tag{2.21}
\end{equation*}
$$

will also be small when $t \geqslant t_{0}{ }^{\circ}$.
From the uniform continuity of the functions $\phi_{1}(t)$ and $\phi_{2}(t)$ follows the smallness of the quantities

$$
\begin{equation*}
\varphi_{i}\left(\tau-t_{0}^{\circ}+t_{0}\right)-\varphi_{i}(t) \quad \text { when } t \geqslant t_{0}^{\circ}, \quad i=1,2 \tag{2.22}
\end{equation*}
$$

In view of (2.21) and (2.22), we now find that the quantities

$$
\left|x\left(t-t_{0}, x_{0}, y_{0}\right)-\varphi_{1}(t)\right|, \quad\left|y\left(t-t_{0}, x_{0}, y_{0}\right)-\varphi_{2}(t)\right|
$$

are arbitrarily small for $t \geqslant t_{0}$ if $\delta_{1}$ is sufficiently small. This completes the proof of the sufficiency.

Note. The closed curve $M$ divides its neighborhood $S(M, \delta)$ into two regions $S_{1}$ and $S_{2}$. One can ask the question of the stability, in the Liapunov sense, of the periodic solution (1.2) of the system (1.1) under the condition that the initial point $\left(x_{0}, y_{0}\right)$ lies in one of the regions $S_{1}$ or $S_{2}$. The question on this type of conditional stability in the Liapunov sense can be reduced to the question on the stability (in the Liapunov sense) of the zero solution of the system (2.15), (2.16) under the condition that $\xi>0$ or $\xi<0$. The validity of this assertion follows from the proof of Theorem 2.1.

Theorem 2.2. To every periodic solution of the system (1.1) contained in a small enough neighborhood of $M$, there corresponds a $2 \pi$-periodic solution of Equation (2.15). This equation (2.15) has no other periodic solutions which lie in a correspondingly small enough neighborhood of the point $\xi=0$.

Proof. Suppose that in the neighborhood $S(M, \delta)$ of the set $M$ there is contained the graph of a periodic solution $\psi_{1}(t), \psi_{2}(t)$ of the system (1.1) of period $T$.

Let us denote by $\left(\psi_{1}{ }^{0}, \psi_{2}{ }^{0}\right)$ the point of intersection of the graph of this solution with the direction $N_{0}$, and let us set

$$
\xi_{0}=f_{2}(0)\left[\psi_{1}^{0}-\varphi_{1}(0)\right]-f_{1}(0)\left[\psi_{2}^{0}-\varphi_{2}(0)\right]
$$

We shall show that $\xi=\xi\left(t, \xi_{0}, 0\right)$ is a $2 \pi$-periodic solution of Equation (2.15). We may write the equation for the quantity $r$ which corresponds to the periodic solution $\psi_{1}(t), \psi_{2}(t)$ in the form

$$
\begin{equation*}
d \tau / d t=f\left(\psi_{1}(\tau), \quad \psi_{2}(\tau), t\right) \tag{2.23}
\end{equation*}
$$

Equation (2.23) is obtained from (2.14) if one replaces $\xi$ in it by

$$
\begin{equation*}
\xi=f_{2}(t)\left[\psi_{1}(\tau)-\varphi_{1}(t)\right]-f_{1}(t)\left[\psi_{2}(\tau)-\varphi_{2}(t)\right] \tag{2.24}
\end{equation*}
$$

The right-hand side of Equation (2.23) is a periodic function in $t$ of period $2 \pi$ and in $r$ of period $T$. We shall denote by $r(t)$ the solution of Equation (2.23) with the initial condition $r=0$ when $t=0$.

From geometric considerations it is clear that $r(2 \pi)=T$. By means of a simple verification, we can convince ourselves that the function $r(t+2 \pi)-T$ is a solution of (2.23) with the same initial conditions as those of $r(t)$. Because of the uniqueness theorem we have $r(t+2 \pi)=$ $r(t)+T$.

The last relation shows that the function $\xi$, defined by Formula (2.24), is a periodic function of period $2 \pi$.

If one now assumes that Equation (2.15) has a periodic solution, then one has to admit two possibilities: either two distinct values of $\xi$ coincide on $N_{0}$, or this does not happen. In the first case, $\xi$ is a periodic solution, of period $2 \pi$, corresponding to a solution of (1.1); in the second case, $\boldsymbol{\xi}$ will describe a spiral motion, and hence it cannot be a periodic solution of the system (2.15).
3. Analytic case. Let us assume that the right-hand sides in the system (1.1) are analytic in $x$ and in $y$ in a small enough region of $M$.

Then Equations (2.15), (2.16) can be expressed as

$$
\begin{equation*}
\frac{d \theta}{d t}=\sum_{k=1}^{\infty} a_{k}(t) \xi^{k}, \quad \frac{d \xi}{d t}=\sum_{k=1}^{\infty} b_{k}(t) \xi^{k} \tag{3.1}
\end{equation*}
$$

where the series in (3.1) converge when $|\xi|<r, r\rangle 0$.
Direct computations show that

$$
\begin{gather*}
b_{1}(t)=\frac{\partial f_{1}\left(\varphi_{1}(t), \varphi_{2}(t)\right)}{\partial x}+\frac{\partial f_{2}\left(\varphi_{1}(t), \varphi_{2}(t)\right)}{\partial y}+ \\
+\frac{1}{2} \frac{\partial}{\partial t} \ln \left[f_{1}{ }^{2}(t)+{f_{2}^{2}}^{2}(t)\right] \tag{3.2}
\end{gather*}
$$

Let us set

$$
\begin{equation*}
G_{1}=\int_{0}^{2 \pi} b_{1}(t) d t=\int_{0}^{2 \pi}\left[\frac{\partial f_{1}\left(\varphi_{1}(t), \varphi_{2}(t)\right)}{\partial x}+\frac{\partial f_{2}\left(\varphi_{1}(t), \varphi_{2}(t)\right)}{\partial y}\right] d t \tag{3.3}
\end{equation*}
$$

It is known [4] that when $G_{1}<0$ the periodic solution (1.2) of the system (1.1) is a stable limit cycle, and, as a matter of fact, it is stable in the sense of Liapunov; if $G_{1}>0$, the solution (1.2) is an unstable limit cycle which is stable in the Liapunov sense when $t \rightarrow-\infty$.

Let us see what happens when $G_{1}=0$. We make a change of variables in (3.1) by setting

$$
\begin{equation*}
\xi=\eta \exp \int_{0}^{t} b_{1}(t) d t \tag{3.4}
\end{equation*}
$$

Then we obtain

$$
\begin{equation*}
\frac{d \theta}{d t}=\sum_{k=1}^{\infty} a_{k}^{0}(t) \eta^{k}, \quad \frac{d \eta}{d t}=\sum_{k=2}^{\infty} b_{k}^{0}(t) \eta^{k} \tag{3.5}
\end{equation*}
$$

Next we look for a solution of the second equation in (3.5) of the form

$$
\begin{equation*}
\eta=c+g_{2}(t) c^{2}+\ldots+g_{k}(t) c^{k}+\ldots \tag{3.6}
\end{equation*}
$$

where $g_{k}(t)(k=2,3, \ldots)$ are periodic functions of period $2 \pi$ which are still to be determined, while $c$ is an arbitrary constant.

Substituting (3.6) into (3.5) and equating coefficients of equal powers of $c$, we obtain

$$
\begin{equation*}
d g_{k} / d t=r_{k} \quad . \quad(k=2,3, \ldots) \tag{3.7}
\end{equation*}
$$

If the functions $g_{2}, \ldots, g_{k-1}$ can be shown to be periodic functions, then the function $g_{k}$ will also be periodic provided that

$$
\int_{0}^{2 \pi} r_{k} d t=G_{k}=0
$$

Let us assume first that $G_{m} \neq 0$ for some $m \geq 2$. Let this $m$ be kept fixed. We next look for a solution of the first equation of (3.5) in the form

$$
\begin{equation*}
\theta=\sum_{k=1}^{\infty} h_{k}(t) \eta^{k} \tag{3.8}
\end{equation*}
$$

Substituting (3.8) into (3.5) and equating equal powers of $\eta$, we find

$$
\begin{equation*}
d h_{k} / d t=P_{k} \quad(k=1,2, \ldots) \tag{3.9}
\end{equation*}
$$

After $h_{1}, \ldots, h_{k-1}$ have been found, and if they turn out to be periodic, then $h_{k}$ will also be periodic, provided

$$
\int_{0}^{2 \pi} P_{k} d t=F_{k}=0
$$

Let us assume that there exists a number $l \geqslant 1$ such that $F_{l} \neq 0$. Let this $l$ be fixed.

Theorem 3.2.1) If $m$ is odd and $G_{m}<0$, then the periodic solution (1.2) of the system (1.1) is a stable limit cycle. If, furthermore, $l+1>m$, then this periodic solution will be stable in the Liapunor sense, but it will be unstable in the Liapunov sense if $l+l \leqslant m$.
2) If $m$ is odd and $G_{m}>0$, then the periodic solution (1.2) of the system (1.1) is an unstable limit cycle. If, furthermore, $l+1>m$, then this periodic solution is stable in the Liapunov sense when $t \rightarrow-\infty$, but it is unstable in this sense if $l+1 \leqslant m$.
3) If $m$ is even, then the periodic solution (1.2) of the system (1.1) is a semistable limit cycle. Furthermore, if $l+1>m$, then this periodic solution is conditionally stable in the Liapunov sense in that direction in which the integral curves of the system (1.1) approach arbitrarily close to $M$. If, however, $l+l \leqslant m$, then this type of conditional stability does not occur.

Proof. Let us make the change of variables

$$
\begin{equation*}
\eta=Z+\sum_{k=2}^{m-1} g_{k} Z^{k}+\left(g_{m}-G_{m} t\right) Z^{m}, \quad \theta=\sigma+\sum_{k=1}^{l-1} h_{k} \eta^{k}+\left(h_{l}-F_{l} t\right) \eta^{l} \tag{3.10}
\end{equation*}
$$

Then we obtain for the determination of the functions $Z$ and $\sigma$ the following equations:

$$
\begin{equation*}
\dot{Z}=G_{m} Z^{m}+\sum_{k=m+1}^{\infty} C_{k}(t) Z^{k}, \quad \dot{\sigma}=F_{l} Z^{l}+\sum_{k=l+1}^{\infty} d_{k}(t) Z^{k} \tag{3.11}
\end{equation*}
$$

Without loss of generality we may assume that the behavior of the solutions is being studied for $Z>0$.

If we first consider the system of the first approximation

$$
\begin{equation*}
d \sigma / d t=F_{l} Z^{l}, \quad d Z / d t=G_{m} Z^{m} \tag{3.12}
\end{equation*}
$$

then its direct integration leads to the formulas

$$
\begin{gathered}
Z=Z_{0}\left\{1+[1-m] G_{m} Z_{0}^{m-1} t\right\}^{\frac{1}{1-m}} \\
\underset{i \neq m-1}{=}=\sigma_{0}+\frac{F_{l}}{(1-m) G_{m} Z_{0}^{m-1}} \frac{(m-1) Z_{0}^{l}}{(m-l-1)}\left\{\left[1+(1-m) G_{m} Z_{0}^{m-1} t\right]^{\frac{m-l-1}{m-1}}-1\right\}
\end{gathered}
$$

When $l=m-1$

$$
\sigma=\sigma_{0}+\ln \left[1+(1-m) G_{m} Z_{0}^{m-1} t\right] \frac{F_{l}}{(1-m) G_{m} Z_{0}^{m-1}}
$$

From these formulas follows the validity of the assertions made in Theorem 3.1, since the effect of the dropped terms is unessential.

Indeed, setting $Z=Z_{0}$ when $t=0$, we obtain from (3.11)

$$
\begin{equation*}
\sigma=\sigma_{0}+\int_{z_{0}}^{Z} Z^{l-m} \frac{F_{l}+\ldots}{G_{m}+\ldots} d Z \tag{3.13}
\end{equation*}
$$

For all $Z \leqslant r_{0}$, where $r_{0}$ is a sufficiently small positive number, we will have the inequality

$$
\begin{equation*}
a \leqslant \frac{F_{l}+\ldots}{G_{m}+\ldots} \leqslant b \tag{3.14}
\end{equation*}
$$

where $a$ and $b$ are constants such that $a b>0$.
From (3.13) and (3.14) we have, when $7 \leqslant r_{0}$

$$
\begin{align*}
\sigma_{0}+ & \frac{a}{l-m+1}\left[Z^{l-m+1}-Z_{0}^{l-m+1}\right] \leqslant \sigma \leqslant \sigma_{0}+ \\
& +\frac{b}{l-m+1}\left[Z^{l-m+1}-Z_{0}^{l-m+1}\right] \tag{3.15}
\end{align*}
$$

if $l-m+1 \neq 0$.
If $l-m+1=0$, we have

$$
\begin{equation*}
\sigma_{0}+a \ln \frac{Z}{Z_{0}} \leqslant \sigma \leqslant \sigma_{0}+b \ln \frac{Z}{Z_{0}} \tag{3.16}
\end{equation*}
$$

The number $r_{0}$ can be chosen so small that when $Z \leqslant r_{0}$ we have

$$
\begin{equation*}
C Z^{m} \leqslant G_{m} Z^{m}+\ldots \leqslant d Z^{m}, \quad c d>0 \tag{3.17}
\end{equation*}
$$

Integrating the terms in the inequality

$$
C Z^{m} \leqslant \frac{d Z}{d t} \leqslant d Z^{m}
$$

we obtain

$$
\begin{equation*}
Z_{0}\left\{1+(1-m) d Z_{0}^{m-1} t\right\}^{\frac{1}{1-m}} \leqslant Z \leqslant Z_{0}\left\{1+(1-m) c Z_{0}^{m-1}\right\}^{\frac{1}{1-m}} \tag{3.18}
\end{equation*}
$$

The inequality (3.18) will be valid whenever $Z \leqslant r_{0}$. The inequalities (3.15), (3.16) and (3.18) lead at once to the proof of the theorem in the general case.

Theorem 3.2. If for every $m, G_{m}=0$, then there exists a neighborhood of the periodic solution (1.2) of the system (1.1) such that through every point of this neighborhood there passes a periodic solution of the system (1.1).

Hereby it is true that if $F_{l}=0$ for every $l$, then the periodic solution (1.2) is stable in the Liapunov sense.

If, however, there exists an $l$ such that $F_{l} \neq 0$, then the periodic solution (1.2) will not be stable in the Liapunov sense.

Proof. If $G_{m}=0$ when $m \geqslant 2$, then all terms of the series (3.6) are periodic functions. If

$$
g_{k}=\int_{0}^{t} r_{k} d t
$$

then the series (3.6) is convergent [5] when $|c| \leqslant c_{0}$. Hence, the series
determines a periodic solution for every $c$ with modulus $|c| \leqslant C_{0}$. Besides that, when $F_{l}=0, l \geqslant 1$, we have the equation (3.8) in which $h_{k}(t)$ will be a periodic function of period $2 \pi$, and the series on the right-hand side will converge when $h \leqslant h_{0}$. It follows from this that every periodic solution of the system (1.1) which lies in a small enough neighborhood of $M$ has the period $2 \pi$. If, however, $F_{l} \neq 0$ for some $l$, then, by Theorem 2.1, one can conclude that the periodic solution (1.2) of the system (1.1) is unstable in the Liapunov sense.

Theorem 3.3. If the right-hand terms in the system (1.1) are analytic functions of $x$ and $y$ in some neighborhood of $M$, then the periodic solution (1.2) of the system (1.1) is either a limit cycle, or through every point of some small enough neighborhood $S(M, \delta)$ there passes a periodic solution of the system (1.1).

The proof is a direct consequence of Theorems 3.1 and 3.2.
4. Bemarks of general nature. In this section we shall make some remarks of a general nature without giving any proofs of our assertions.
4.1. If the right-hand terms in the system (1.1) are $n$ times differentiable in their arguments, then the right-hand terms of Equations (2.15) and (2.16) will have the same property.

If one applies Taylor's formula for the representation of the righthand sides, and then drops the remainder terms, then one obtains a system of equations, for the determination of $\theta$ and $\xi$, with polynomial righthand sides (on the right-hand side will occur polynomials with periodic coefficients). If in the application of Theorem 3.1 to these polynomials it should turn out that $m<n$, or $m>n$, then all the conclusions of Theorem 2.1 remain valid for the original system (1.1).
4.2. The application of Theorem 3.1, more precisely, of the ideas contained in its proof, makes it possible to obtain a deeper insight than that afforded by the usual results for systems containing a small parameter, even then when the solution (1.2) and its period depend on this parameter.
4.3. The general case can be covered by considering the roots of the equation
where

$$
\begin{gathered}
\psi\left(\xi_{0}\right)=0 \\
\psi=\xi\left(2 \pi ; \xi_{0}, 0\right)-\xi_{0}, \quad\left|\xi_{0}\right|<\delta, \quad \delta>0-\text { is sufficiently small }
\end{gathered}
$$
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